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The Department of Defense (DoD) Architecture Framework (DoDAF) is the prescribed means for documenting informa-
tion systems in the DoD and is an integral part of the Joint Capabilities Integration and Development System. The inclu-
sion of DoDAF architectures in new system development is mandated in DoD acquisition regulations and is resonrce-inten-

sive. Deriving information assurance architecture from DoDAF-compliant architecture is a relevant way to leverage the
mandatory investment in DoDAF architectures. Every software engineer supporting the DoD should be aware of the increas-

ing importance of information assurance and the need for holistic approaches to security. Information assurance architectures
described in this article offer a verifiable holistic approach to security.

logical extension of the Department

of Defense (DoD) Architecture
Framewotk (DoDAF) is to specify and
describe information assurance atchitec-
ture. Such architecture, while primarily built
on the DoDAF systems views (SVs), can
also be supported by technical standards
views and validated by operational views
(OVs). Defense software engineers need to
be awate of the DoDAF, the mandated sys-
tem architecture in the Defense Acqui-
sition System [1].

The information assurance architecture
diagrams are primarily detived from the sys-
tem architecture. At the Department of
Computer Science and Software Engineer-
ing at Auburn University, we use low-level
architecture work products to document the
major security components and the applica-
tion mechanisms and their interrelation-
ships. Successful information assurance
strategies require holistic solutions, i.e.,
architectures are valid and internally consis-
tent, so it is logical to leverage the mandat-
ed DoDAF architectures for the basis of
information assurance architecture.

We look at information assurance archi-
tecture to support network analysis and
design to mitigate distributed denial-of-set-
vice attacks on bandwidth. We document

open ports and required services to sup-
port a systematic software vulnerability
analysis. Finally, we use the OVs to perform
a requirements analysis to validate our
architecture. We translate operational
requirements into a modified, but DoDAF-
compliant Systems Interface Description

“A simple and effective
rule for security design is
the principle of least
privilege. That is, allow
only the minimum
essential connectivity
and functionality.”’

(SV-1) product and a Systems Communi-
cations Description (SV-2) product. We
then use those products as a basis for con-
structing the rest of the information assut-
ance architecture.

We then validate the information assur-
ance architecture against the system

Figure 1: Relationship Between the DoDAEF View
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requirements and verify it against security
regulations and instructions. This article
will describe how to construct DoDAF-
compliant information assurance architec-
ture based on the research efforts of
Auburn University and the practical appli-
cation of that research.

Overview of the DoDAF
This author is somewhat skeptical of man-
dates in general [2]. However, the require-
ment for DoDAF architecture is mandated
by both the Defense Acquisition System
and several chairmen. Joint Chiefs of Staff
instructions, most notably the Joint
Capabilities Integration and Development
System [3], make it seem likely that the
DoD soon will have a critical mass of
DoDAF-compliant architectures. It makes
sense to leverage those architectures
beyond satisfying acquisition requirements.

The mandatory use of the DoDAF is
prescribed in DoD Instruction 5000.2, in
which the Joint Staff is the assigned pro-
ponent for OVs, while the under secretary
of defense (Acquisition, Technology, and
Logistics), leads the development of the
SVs in collaboration with the services,
agencies, and combatant commanders [1].
Volumes I and II of the DoDAF, plus the
DoDAF Deskbook, total more than 1,500
pages of documentation; the description
that follows is necessarily abbreviated.

As defined in the DoDAF [4], an OV is
“a description of the tasks and activities,
operational elements, and information
exchange required to accomplish DoD
missions.” An SV is “a set of graphical and
textual products that desctibes systems and
interconnections providing for, or support-
ing, DoD functions. The SV associates sys-
tems resources to OV.” These relationships
are outlined in Figure 1.

Further discussion of these three views
is available online in “Modeling Command
and Control Interoperability: Cutting the
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Gordian Knot” [5].

The technical standards view is essen-
tially a listing of standards implemented by
the systems in the architecture, and is now
based on the DoD Information Technol-
ogy Standards Registry found at
<https://disronline.disa.mil>. Each com-
munications system/network-enabled com-
puter system defined in the SV will have
an entry in the technical standards view
outlining each standard used in the sys-
tem.

The intellectual power of the DoDAF
comes in the relationship between the OV
and SVs. A tactical organization chart may
be thought of as the starting point for an
OV while a network connectivity diagram
may be thought of as the starting point
for an SV.

Simplistically, the OVs and SVs estab-
lish what systems must connect, and the SVs
and technical standards view establish Aow
systems must connect. From an engineer-
ing perspective, OVs are representations of
requirements. The SVs describe how those
requirements are implemented. DoDAF-
compliant architectures constructed with
this symmetry in mind have traceability
between systems and requirements.

We exploit this traceability by consider-
ing the relationship of security policy to
validating information assurance architec-
ture. A simple and effective rule for securi-
ty design is the principle of least privilege.
That is, allow only the minimum essential
connectivity and functionality. This is a
principle easier to enunciate than it is to
implement. Detailed requirements are
needed to answer the question, “What is
the minimum required functionality and
connectivity?” From an information assur-
ance perspective, security policy translates
operational requirements into system
requirements. This, then, is the basis of the
methodology to develop information
assurance architecture from DoDAF-com-
pliant architecture.

Developing Information

Assurance Architecture
What are the security requirements for the
system(s) of interest? Our starting point is
a set of OVs, specifically the OV-2 — the
Operational Node Connectivity Descrip-
tion [6]. The DoDAF Deskbook [7] gives a
high-level example of showing security
attributes to a node as shown in Figure 2.
Our methodology goes into more detail.
We start with the OV-2 Operational
Node Connectivity Description. These
nodes are the entities that are represented
in the atrchitecture. An object-oriented
modeler would consider these nodes to be
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Figure 2: DoDAF Deskbook Example of OV-2 With Security Attributes

actors. An operational planner would con-
sider these nodes to be a tactical element.
These nodes can be represented at various
levels of detail. A brigade combat team
could be represented as one node, as a col-
lection of battalion nodes, as an even larg-
er number of company nodes, or quite
probably a collection of nodes at different
levels of abstraction.

For information assurance architecture,
it is necessary to list every single system. A
99 percent solution is not effective! So, the
cardinality may vary; that is, one node may
represent one system, or one node may
represent many systems. In our example,
we use one-to-one mapping because it is
easier. However, it is quite feasible, for
example, to represent a network operations
center as a single node and then have mul-
tiple system nodes that are part of the
operations center node.

Consider the OV-2 Operational Node
Connectivity Description of our Infor-
mation Assurance Laboratory as shown in
Figure 3.

Here we have gone beyond the mini-
mal DoDAF standard and provided some
additional information on what each node
does. We then look at activities that each
node is required to perform. The OV-5
Operational Activity Model [0] captures
the required activities for each node. Now,
it is a standard practice to go from the
OVs to construct the SVs in new acquisi-
tions. (In constructing as-is architecture, i.c.,
documenting existing systems, it is com-
mon to construct the SVs first.) To con-
struct useful information assurance archi-
tecture, it is necessary to drill down to a
greater level of detail. To achieve this, we
base the security policy on the OVs. It

could be argued that, in lieu of a separate
security policy, the policy requirements be
enumerated in an OV-6A Operational
Rules Model [6] — we merely call it out
separately from a DoDAF product for use
as an operational security policy.

The construction of the security poli-
cy is otiented to the OV-2 and OV-5. For
example, to allow file transfer protocol
(FTP) access, we determine which nodes
require activities that need FTP as
opposed to some other, more secure
transfer protocol. DoDAF traceability
requires a consistent numbering policy.
Our security policy representation is
numetically indexed to the nodes and
activities in the OVs. Since it is a DoDAF
requirement that each system in the SVs
(specifically the SV-1) be tied to a node in
the OV-2, we now have a security cross-
walk between the OVs (requirements) and
the SVs (implementation).

Finally, for each system in SV-1, we list

Figure 3: Simple OV-2 of the Auburn

Information Assurance Laboratory
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Figure 4: Partial SV-1 With Information Assurance Details (Active Directory Controller)

the minimal set of required services,
processes, and open ports as shown in
Figure 4, which shows a partial SV-1
derived from the OV-2 Active Directory
Node in Figure 3. Based on the relation-
ship between the OVs, security policy, and
SVs, we now have a holistic information
assurance architecture that can be verified
on ecach system and validated against
requirements.

Verification and Validation of
Information Assurance
Architecture

Since the current Defense Acquisition
System mandates using the DoDAF, devel-
opers have strong motivation to demon-

strate that their architectures are valid and
internally consistent. This holistic approach
to system specification and connectivity is
greatly useful in designing, verifying, and
validating information assurance architec-
ture. This relationship is shown in Figure 5.

OVs are fully defined in Volume 2 of
the DoDAF [6]. Succinctly, OVs are repre-
sentations of requirements. Consequently,
there is a direct relationship between OVs
and SVs. Figure 5 is a variation of Knepell
and Arangno’s validation structure adapt-
ed for information assurance application
of the DoDAF [§].

An operational concept is not valid if
it cannot be supported by the systems
available in theater. So in this sense, the

Figure 5: Validating DoDAF-Based Information Assurance Architecture
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SVs validate the conceptual model of the
OV as shown in Figure 5. Conversely, the
validity of systems architecture can be
evaluated against how well it supports the
requirements documented in the opera-
tional architecture.

The employment of executable archi-
tecture adds a new and needed dimension
to the verification and wvalidation of
DoDAF-compliant information assurance
architecture. Executable architectures can
assess the validity of an operational con-
cept. While the SVs may provide the need-
ed connectivity to support the operational
concept described in the OVs, the SVs
alone do not give sufficient insight into
meeting operational performance and
capacity needs. It can be argued that
required performance can be extrapolated
from the SVs, but executable architecture
can provide a much more dynamic and
flexible means of evaluation.

From an information assurance view-
point, executable architectures can evalu-
ate network and system design in terms of
resistance and resiliency in the face of
denial-of-service attacks [9]. A thorough
discussion of executable architectures is
beyond the scope of this article, but the
heart of executable architecture is a net-
work simulation constructed from the sys-
tems detailed in the DoDAF SVs and
exercised by applying dynamic behavior
across the system connections required in
the OVs. Executable architectures are
described in detail in [5].

Central to this validation structure is
the security policy that is derived from the
OVs, enforced in the SVs, and must be
modeled in the executable architecture.

Conclusion

The DoDAF is mandated for use in the
DoD Acquisition System — compliant
architectures are a significant investment,
and it makes sense to leverage this invest-
ment rather than undertaking a costly
independent information assurance
effort. We have briefly illustrated some
specific ways to implement information
assurance architecture and how to verify
and validate such architecture. ¢
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